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Combined atomistic–crystal plasticity analysis
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Atomistic simulations based on the use of interatomic potentials and a finite element
method based on the crystal plasticity theory are combined to investigate the deformation
and fracture behaviour of polycrystalline lamellar γ -TiAl+α2-Ti3Al material containing
10 vol % of body centred cubic beta phase precipitates. The effects of both stable beta phase
precipitates, which deform by slip, and metastable beta phase precipitates, which deform
by a combination of stress-induced martensitic transformation and slip, are studied. To
model the cracking along the grain boundaries and the matrix–precipitate interfaces, the
grain boundaries and interfaces are modelled using a cohesive zone approach. The grain
boundary–interface potentials are determined by carrying out atomistic simulations of the
grain boundary–interface normal separation (decohesion) and sliding.

The results obtained suggest that incompatibilities in the plastic flow between the
adjacent grains in the single-phase material give rise to a large build-up in tensile
hydrostatic stress in the region surrounding certain three-grain junctions, which, in turn,
leads to nucleation of the grain boundary cracks and ultimate failure. The stable beta
phase precipitates located at the three-grain junctions in the two-phase material help
accommodate the incompatibilities in plastic flow, doubling the strain to failure. The lattice
expansion, which accompanies martensitic transformation in the metastable beta phase
precipitates, further delays nucleation of the grain boundary–interface cracks giving rise to
an additional increase in the fracture strain. C© 1999 Kluwer Academic Publishers

1. Introduction
Two-phaseγ -TiAl +α2-Ti3Al alloys with fine scale
(approximately 1–2µm) lamellar microstructure have
received considerable attention over the last ten years,
due to their enhanced ductility and fracture toughness
(e.g. [1]). The enhanced ductility and fracture tough-
ness are attained primarily in the single-crystalline
form of these alloys. Contrary, polycrystalline forms
of these materials are generally brittle and fail in ten-
sion at strains less than 3%. While single-crystal prop-
erties are quite attractive, a wide-scale application of
the single crystalline form of these alloys is cost pro-
hibitive. Consequently, over the last decade, there has
been a great deal of research effort aimed at identifying
and incorporating various means of the improvement
of tensile ductility and fracture toughness in conven-
tionally processed polycrystallineγ -TiAl +α2-Ti3Al
based materials. One of the very promising approaches
for the enhancement of ductility and toughness is
the introduction of ductile grain-boundary precipitates,
which assist the accommodation of the plastic flow in-
compatibilities across the grain boundaries caused by
an insufficient number of slip systems in the matrix

phase. Recently, Grujicic and Dang reported a signifi-
cant enhancement (approximately 80%) in the ductility
and fracture toughness of lamellarγ +α2 containing
10 vol % of Ti–V–Al based body centred cubic (b.c.c.)
beta phase precipitates [2].

Over the last two decades, various investigations
have clearly established that stress-induced martensitic
transformations can significantly enhance tensile duc-
tility and fracture toughness of ZrO2 and various ceram-
ics containing ZrO2 as the second phase (e.g. [3]), as
well as of ultra-high strength secondary-hardened steels
(e.g. [4]). The fundamental basis for comprehending the
phenomenon of martensitic transformation–enhanced
ductility and toughness resides in the thermodynamics
and associated kinetics of the stress-assisted transfor-
mation. A materials constitutive model, which is based
on the thermodynamics and the kinetics of deformation-
induced martensitic transformation, has been recently
proposed by Grujicic and Sankaran [5, 6]. The model
describes transformation plasticity accompanying
stress-assisted martensitic transformation in metastable
particles embedded into a stable non-transforming
matrix. Grujicic and Sankaran subsequently used a
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continuum composite approximation to analyse the
material system consisting of metastable Ti–Al–V–
Fe based b.c.c. beta phase particles embedded into
the lamellarγ +α2 titanium aluminide matrix. Within
the continuum composite approximation, each material
point is considered to consist of fixed volume fractions
of γ, α2 andβ. This approach allowed determination of
the effect of transformation-controlled plasticity in the
beta phase on the stress and displacement fields in the
crack-tip region as well as in the necking region where
the strain is being localized. The continuum compos-
ite approximation, however, does not allow a study of
the role of incompatibility in the plastic flow across the
matrix grain boundaries on intergranular cracking and
fracture. In a recent study Grujicic and Zhang [7] car-
ried out a crystal plasticity finite element analysis of de-
formation and fracture of aγ -TiAl +α2-Ti3Al material
containing 10 vol % of either stable (non-transforming)
or metastable (transforming) beta phase precipitates lo-
cated at the three-grain junctions. This analysis revealed
the beneficial effects of the ductile beta phase in accom-
modating the incompatibility in plastic deformation be-
tween the adjacent matrix grain. It also showed that, due
to lattice expansion associated with the transformation,
metastable beta phase precipitates delay the onset on
grain boundary decohesion thus further enhancing ten-
sile ductility.

In the present work, the crystal plasticity analysis
carried out by Grujicic and Zhang [7] is extended to
elucidate further the mechanism by which both stable
and metastable beta phase grain boundary precipitates
enhance ductility and fracture toughness of the lamellar
γ +α2 titanium aluminide. The analysis is carried out
using the commercial finite element code ABAQUS [8].
The cohesion-zone type potentials [9] for the matrix
grain boundaries and the matrix–precipitate interfaces
are determined using the atomistic simulation (molec-
ular statics) analysis and subsequently used to derive
the corresponding (continuum-type) grain boundary–
interface elements stiffness matrix.

Notation used in the present paper is based on the
following conventions: scalars are written in regular
type (e.g. f, γ, σ ), vectors using boldface lowercase
Roman, (e.g.e, t), second-order tensors as boldface
uppercase (e.g.T, D), while fourth-order tensors use
capital boldface italics (e.g.I , J). Tensor (dyadic) prod-
ucts are indicated by⊗, tensor scalar products of ap-
propriate order byx. The norm and the transpose of
a second-order tensorA are denoted by‖A‖ andAT ,
respectively.

The organization of the paper is as follows. The
materials constitutive relations for the matrix phase
and the precipitate (dispersed) phase are discussed in
Section 2.1. The atomic-scale procedure used for cal-
culation of the grain boundary and interface potentials
is presented in Section 2.2. The details of the finite el-
ement method used and its implementation as well as
the procedure for determination of the stiffness matrix
of the grain boundary–interface finite elements are pre-
sented in Section 2.3. In Section 3, the main results of
the present work are presented and discussed. The main
conclusions drawn from the present study are given in
Section 4.

2. Experimental
2.1. Materials constitutive relations
The deformation behaviour of the three crystalline
phases (gamma, alpha-2 and beta) encountered in
the present case is represented using the formulation
of the elastic–viscoplastic crystalline slip constitutive
theory developed by Pierceet al. [10, 11]. Within this
theory, the Kirchhoff stressT, is chosen as a suitable
measure of the stress state and the stress–strain relation
in the rate form is expressed as

T
5 = Le(D − Dp) (1)

where the Jaumann derivative of the Kirchhoff stress,
T
5
, is given as

T
5 = Ṫ −WT + TW (2)

Ṫ is the material derivative of the Kirchhoff stress and
W the total (crystal) spin tensor. To simplify the calcu-
lation, the fourth-order elasticity tensor,Le, is taken in
the present work to be equal to the one for the linear
isotropic materials in the form

Le = 2G

(
I − 1

3
I ⊗ I

)
+ B(I ⊗ I ) (3)

whereI is the fourth-order identity tensor,I the second-
order identity tensor,G the elastic shear modulus and
B the elastic bulk modulus.D andDp in Equation 1
are the total stretching tensor and the plastic stretching
tensor, respectively.

The plastic stretching tensor,Dp, as defined by the
crystalline plasticity theory (e.g. [12]) is given by

Dp =
K∑

α= 1

γ̇ αRα (4)

where ˙γ α is the shear strain rate associated with slip
systemα, andK is the total number of slip systems, and
the symmetric traceless Schmid tensor,Rα, is defined
as

Rα = 1

2
{sα ⊗ nα + nα ⊗ sα} (5)

wheresα andnα are, respectively, the slip direction and
the slip plane normal corresponding to slip systemα.

The shear strain rate associated with slip systemα is
given as

γ̇ α = γ̇ α0
τα

gα

∣∣∣∣ταgα

∣∣∣∣mα − 1

(6)

where ˙γ α0 is the reference shear strain rate, mα the rate
exponent (inverse of the shear rate sensitivity coeffi-
cient) andgα the strength of slip systemα. The resolved
shear stress on slip systemα, τα, is given as

τα = T′ × Rα (7)

whereT′ is the deviatoric part of the Kirchhoff stress.
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The slip system strength,gα, evolves with deforma-
tion as

gα = gα0 +
∫ t

0
ġαdt (8)

wheregα0 is the initial slip system strength andt the
time. The hardening rate,ġα, is defined as

ġα =
K∑

β = 1

hαβ |γ̇ β | (9)

wherehαβ is the hardening modulus whose components
show the effect of shear on slip systemβ on the strength
of slip systemα.

Substitution of Equations 5 and 6 into Equation 4
yields

Dp =
K∑

α= 1

(
γ̇ α0

T′ × Rα

gα

∣∣∣∣T′ × Rα

gα

∣∣∣∣mα −1
)

Rα (10)

Using the relation (A×B)C= (C⊗A) B, whereA, B
andC are all second-order tensors, Equation 10 can be
rewritten as

Dp =
K∑

α= 1

(
γ̇ α0

1

gα

∣∣∣∣T′ × Rα

gα

∣∣∣∣mα −1

Rα ⊗ Rα

)
T′

(11)

The total (crystal) spin,W, can be additively decom-
posed as the sum of plastic spin,Wp, and the lattice
spin,W∗ [13] as

W =Wp +W∗ (12)

In accordance with the crystal plasticity theory
(e.g. [12]), the plastic spin is given as

Wp =
K∑

α= 1

γ̇ αAα (13)

whereAα is the skew part of the Schmid tensor associ-
ated with slip systemα and is defined as

Aα = 1

2
{sα ⊗ nα − nα ⊗ sα} (14)

The lattice spin causes rotation of the crystal lattice.
Following Asaro and Rice [13], the rate of the change
of the orientation of crystal lattice can be expressed as

Ċ =W∗C (15)

whereC is the lattice orientation matrix given as

C =

 cosψ cosφ − sinψ cosθ sinφ sinψ cosφ + cosψ cosθ sinφ sinθ sinφ

−cosψ sinφ − sinψ cosθ cosφ −sinψ sinφ + cosψ cosθ cosφ sinθ cosφ

sinψ sinθ −cosψ sinθ cosθ

 (16)

with ψ, θ and φ being the Euler angles relating the
global co-ordinate system and the one defined by the
crystal axes.

2.1.1. Matrix material
As discussed earlier, the alloys studies in the present
work consist of the matrix (composed of parallel lamel-
lae of γ -TiAl and α2-Ti3Al) and dispersed particles
of the beta phase. A finite element analysis of poly-
crystalline material consisting of parallelγ -TiAl and
α2-Ti3Al lamellae as the matrix and dispersed beta
phase in the form of particles requires the use of a suf-
ficiently fine mesh. A three-dimensional finite element
analysis of this material would entail prohibitively large
amounts of computer memory and computer process-
ing unit (CPU) time and, consequently, in the present
work, only a two-dimensional idealization of this prob-
lem, analogous to that developed by Kadet al. [14], is
pursued.

As stated earlier, the matrix consists of parallelγ -
TiAl and α2-Ti3Al lamellae with the orientation re-
lationship: (0 0 0 1)α2‖{1 1 1}γ and〈1 12̄ 0〉α2‖〈11̄ 0〉γ
and the lamellae interface (0 0 0 1)α2‖{1 1 1}γ . In the
two-dimensional plane strain finite element analysis
carried out in the present work, the three-dimensional
crystal slip is replaced by its two-dimensional projec-
tion onto the (1̄2 1)γ ‖{1̄ 0 1 0}α2 plane. As shown by
Kadet al.[14], such in-plane slip is controlled by three
slip systems: (a) the projected〈11̄ 0](1 1 1)γ slip sys-
tem, which is characterized by a relatively small ini-
tial value of the slip strength (gα0 = 40–60 MPa); and
(b) and (c) two projected (1 1̄2 1)[1 12̄ 6]α2 pyramidal
slip systems, which are substantially harder (gα0 = 500–
700 MPa). As shown in Fig. 1a, the slip directions cor-
responding to these three slip systems designated as
s1, s2, and s3 form an isosceles triangle with an angle
φ= 58◦ between the soft and the hard slip systems.

To simplify the computation, the matrix has been
treated as a single phase, consisting of a continuum
mixture of γ and α2 (the continuum composite ap-
proximation), but its plastic behaviour is taken to be
controlled by the〈11̄ 0](1 1 1) slip inγ -TiAl (slip sys-
tem 1) and by two projected (1 1̄2 1)[1 12̄ 6] slip sys-
tems ofα2-Ti3Al (slip systems 2 and 3). The initial slip
strengths are set to the following values:g1

0= 50 MPa,
g2

0= g3
0= 600 MPa. These values are consistent with

the lamellarγ -TiAl +α2-Ti3Al material, having an av-
erage grain size of 100µm and a lamellar thickness of
2.5µm. The hardening is taken to be linear and the ef-
fect of the latent hardening is neglected (hi j = 0, i 6= j ).
Following Kadet al. [14] the non-zero elements of the
hardening matrix,hi j , are set as follows:h11= 150 MPa
andh22= h33= 1500 MPa. Furthermore, the slip sys-
tem parameters ˙γ α0 and mα defined in Equation 6, are
set as 1× 10−3 and 11, respectively.
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Figure 1 The projected slip systems used in the two-dimensional finite element analysis of (a) theγ -TiAl plus α2-Ti3Al matrix, and (b) beta phase
precipitates.

2.1.2. Dispersed phase
2.1.2.1. Stable beta phase.The stable beta phase dis-
persed in the form of fine particles has b.c.c. crystal
structure in which slip occurs in〈1 1 1〉 directions on
{1 1 0}, {1 1 2} and{1 2 3} planes. The in-plane slip in
this phase is simplified as follows: The four〈1 1 1〉 di-
rections are projected on an arbitrary plane associated
with the [0 0 1] zone axis resulting in four slip systems
s1, s2, s3 ands4. The Miller indices of this plane (7 3 0)
are generated using the random number generator. The
angles between these four slip systems, given in Fig. 1b,
are kept fixed for all beta phase particles. However, the
orientation of each particle is made different by select-
ing the Euler angle,ψ , in a random fashion. Following
Grujicic and Sankaran [5, 6] the parameters appear-
ing in the constitutive model of the stable beta phase
are chosen as: ˙γ α0 = 1× 10−3, mα = 11, gα0 = 85 MPa,
hαi i = 1500 MPa andhαi j = 0 (for i 6= j ).

2.1.2.2. Metastable beta phase.The metastable beta
phase undergoes a b.c.c.→ hexagonal close packed
(h.c.p.) martensitic transformation under stress. Ac-
cording to Burgers [15], the b.c.c.→ h.c.p. martensitic
transformation can be described in terms of two el-
emental processes: (a) shuffling of parallel adjacent
(1 1 0) planes in the opposite [1̄1 0] direction, and (b)
pure shear on the{1 1 2} planes in the〈1 11̄〉 direc-
tion. The shuffling produces the required h.c.p.-type
ABAB stacking of the close packed (0 0 0 1)h.c.p. planes
and causes a volume change, but does not give rise to
shear. The transformation shear, on other hand, con-
verts the irregular hexagonal atomic arrangement in
the (1 1 0)b.c.c. planes into regular hexagonal atomic
arrangement in the close packed (0 0 0 1)h.c.p. planes.
Since for the b.c.c.→ h.c.p. transformation to take
place both shuffling and pure shear have to occur, and
the shear directions〈1 11̄〉 are the same as those for
slip, the b.c.c.→ h.c.p. transformation is modelled in
the present work as crystal slip, which produces not

only shear but also dilation. This was done as follows:
First, it is recognized that the plastic stretching tensor
defined in Equations 4, 10 or 11 is, in fact, purely de-
viatoric (Dp′). Due to the aforementioned coupling be-
tween the transformation shear and the transformation
shuffling, the hydrostatic part of the plastic stretching,
Dp

h, is defined as

Dp
h = f (ε̄p)

(
2

3
Dp′ × Dp′

)1/2

I (17)

where the function f (ε̄p), as defined by Grujicic
and Sankaran [5, 6], takes into account the fact that
martensitic transformation initially dominates plastic
behaviour, while at larger levels of equivalent plastic
strain,ε̄p, the crystal slip becomes the dominant mode
of deformation. According to Grujicic and Sankaran
[5, 6], for the Ti–V–Al based beta phase, the function
f (ε̄p) can be defined as

f (ε̄p) =
{

15.105ε̄p2− 1.550ε̄p+ 0.040 ε̄p ≤ 0.048

0 ε̄p > 0.048

(18)

In order to account for dynamic softening, which dom-
inates transformation in its early stages, and static
hardening, which dominates transformation in its later
stages, the elements of the hardening matrix are defined
as [5, 6]

hαi i (γ̄
α) = −16 180.349γ̄ α

3 + 2586.213γ̄ α
2

− 89.884γ̄ α − 1.802 (×109) (19a)

and

hαi j (γ̄
α) = 0 for i 6= j (19b)
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where ¯γ α is the accumulated shear strain associated
with slip systemα.

Following Grujicic and Sankaran [5, 6], the remain-
ing parameters appearing in the constitutive relations
for the metastable beta phase are set as:gα0 = 75 MPa
γ̇ α0 = 1× 10−3 and mα = 11.

The uniaxial stress–strain behaviour of the
metastable and the stable beta phase as well as that
of the matrix phase obtained using the constitutive
relations developed in this section is shown and
discussed in Section 3.

2.2. Grain boundary–interface constitutive
relations

2.2.1. Cohesive zone model
The matrix grain boundary and precipitate–matrix in-
terfaces have been modelled using the cohesive zone
framework originally introduced by Needleman [9].
The cohesive zone is assumed to have a negligible thick-
ness when compared with other characteristic lengths of
the problem, such as the grain boundary–interface edge
length, typical lengths associated with the gradient of
the fields, etc. The mechanical behaviour of the cohe-
sive zone is characterized by a traction–displacement
relation, which is introduced through the definition of
an interface potential,9. Stable equilibrium for the
grain boundary–interface corresponds to a perfectly
bonded configuration, where the potential has a min-
imum and all tractions vanish. For any other config-
uration, the value of the potential is taken to depend
only on the displacement jump across the interface.
For the two-dimensional problem at hand, the interface
displacement jump is expressed in terms of its normal
component,Un, and a tangential component,Ut, where
both components lie in thex–y plane of the Cartesian
co-ordinate system.

Differentiating the interface potential function9 =
9̂(Un,Ut) with respect toUn andUt yields, respectively,
the normal and tangential components ofF , the traction
per unit grain boundary–interface area in the deformed
configuration

Fn(Un,Ut) = −∂9̂(Un,Ut)

∂Un
(20)

Ft(Un,Ut) = −∂9̂(Un,Ut)

∂Ut
(21)

The interface constitutive relations are thus fully de-
fined by specifying the form for the interface potential
function9̂(Un,Ut).

The interface potential of the following form initially
proposed by Socrate [16], is used in the present study

9̂(Un,Ut) =
{
−eσmaxδn

+ 1

2
τmaxδt log

[
cosh

(
2

Ut

δt

)]}[
e−

Un
δn

(
1+ Un

δn

)]
(22)

where the parametersσmax andτmax are, respectively,
the normal and tangential interfacial strengths, andδn
and δt are the corresponding characteristic interface
lengths. Differentiation of Equation 22 with respect to
Un andUt yields the expressions for the interfacial trac-
tions

Fn(Un,Ut) =
{

eσmax

− 1

2
τmax

δt

δn
log

[
cosh

(
2

Ut

δt

)]}(
Un

δn
e−

Un
δn

)
(23)

Ft(Un,Ut) =
[
τmaxtanh

(
2

Ut

δt

)][
e−

Un
δn

(
1+ Un

δt

)]
(24)

Graphical representation of the two functions defined
by Equations 23 and 24 is given in Fig. 2.

If Fn given by Equation 23 is expressed for the case
of purely normal interface decohesion, and theFt for
the case of pure sliding, one obtains

Fn(Un,Ut = 0)= F0
n (Un) = eσmax

(
Un

δn
e−

Un
δn

)
(25)

Ft(Un = 0,Ut) = F0
t (Ut) = τmaxtanh

(
2

Ut

δt

)
(26)

Inspection of Equations 25 and 26 shows that the grain
boundary–interface behaviour is characterized by four
parameters:σmax, δn, τmax and δt; where σmax is the

Figure 2 Normal and tangential components of the traction per unit
interface area, as a function of the normalized normal,Un/δn, and tan-
gential,Ut/δt, components of the interface displacements.
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peak normal traction for purely normal interface de-
cohesion;δn as the normal interface separation; which
corresponds to this peak traction;τmax as an asymptotic
shear traction for interface sliding; andδt as a character-
istic length in pure sliding, which corresponds to a shear
traction within 1%τmax(F0

t (δt)' 0.99τmax). These four
parameters are determined in the present work as a func-
tion of the grain–grain and grain–precipitate misorien-
tation and the grain boundary–interface orientation us-
ing a molecular statics approach, which is described in
the next section.

2.2.2. Atomic-scale analysis of grain
boundaries and interfaces

Becauseγ -TiAl is the dominant phase in the matrix
material, the atomic simulation analysis is applied to
the gamma–gamma grain boundaries and gamma–beta
interfaces. To analyse any particular grain boundary or
interface, a gamma–gamma or gamma–beta atomistic
bicrystal is first constructed with the corresponding ori-
entations of the two crystals and the boundary–interface
separating the crystals. An example of the gamma–beta
atomistic crystal is given in Fig. 3. The edge lengths of
the single crystals are expressed in terms of the num-
ber of interplanar spacingsd(u v w) of the (u v w) planes.
The atomic interactions are accounted for through the
use of the embedded atom method (EAM) interatomic
potential [17]. These potentials for the Ti–Al–V sys-
tem at hand have been derived and extensively tested
by Grujicic and Dang [18, 19].

Prior to forming the bicrystals, the equilibrium lattice
parameters at 0 K in each phase are determined by car-
rying out the potential energy minimization (the molec-
ular static method) in each single crystal through the use
of the conjugate gradient method [20]. For the L10 TiAl
gamma phase, the following lattice parameters are ob-
tained:aγ = 0.3944 nm andcγ = 0.4010 nm, resulting
in acγ /aγ ratio of 1.05, which is in fair agreement with
its experimental counterpartcγ /aγ = 1.03 [21].

The beta phase with 15 at % V is chosen in the present
work because it was found previously [2] that at this
level of vanadium, the b.c.c. structure is generally sta-
ble and can undergo martensitic transformation only in
the presence of high stress, such as the one encoun-
tered in the vicinity of a sharp crack. For the Ti–15V

Figure 3 Schematic representation of the beta/gamma bicrystal used for
determination of the (1 1 0)β/(2 1 1)γ interfacial decohesion potential.

b.c.c. phase, the energy minimization procedure yielded
the lattice parameteraβ = 0.3186 nm, which is in rea-
sonable agreement with its experimental counterpart
(0.322 nm) [22].

2.2.2.1. Computation of grain boundary–interface
structure.The equilibrium structure of the grain bound-
aries and interfaces at 0 K is determined by minimizing
the potential energy of each bicrystals using the conju-
gate gradient method under flexible periodic boundary
conditions in two directions parallel to the interface
and the free surface boundary conditions in the direc-
tion normal to the interface. The use of the free surface
boundary conditions allows the spacing of the planes
parallel to and near the interface to adjust to the dif-
ferences in the atomic environment. The equilibrium
atomistic configuration for the gamma–beta interface
corresponding to the bicrystal, given in Fig. 3, is shown
in Fig. 4. As indicated in Fig. 4c, the interface structure
can be described in terms of two arrays of parallel dislo-
cations marked D1 and D2. The Burger’s vector for the
two arrays has been determined asbD1= 0.5aβ [0 0 1]β ,
bD2= 0.086aβ [7̄ 7̄ 6]β , and the corresponding disloca-
tion spacingλD1= 3.5aβ andλD2= 1.81aβ .

2.2.2.2. Computation of interface–grain boundary de-
cohesion potential.The interface decohesion potential
for each of the four bicrystals is determined by first
rigidly displacing the two single crystals in each case in
normal and tangential directions by different amounts.
The potential energy of the bicrystals is next minimized
under the constraint that the average displacements of
the atoms in the interface planes in each of the two
joined crystals remain equal to the imposed rigid–body
displacements. The difference between the energies of
the bicrystal in the displaced configuration and in the
equilibrium configuration expressed per unit area of the
grain boundary–interface is then defined as the value of
the grain boundary–interface decohesion potential,9,
at the given values ofUn andUt.

For the gamma–beta interface shown in Fig. 4 and for
the normal separation in the [2̄ 1 1]γ ‖[1̄ 1 0]β direction
and tangential displacement in the [01̄ 1]γ ‖[0 0 1]β di-
rection, the following interfacial parameters are ob-
tained: σmax= 7.29 GPa, δn= 0.09 nm, τmax= 1.20
GPa andδt= 0.33 nm. It should be noted that due to
the periodic nature of the interface structure, atomistic
simulation analysis predicts a periodic interface poten-
tial relative to the tangential displacements. To comply
with the form of the interface potential given by Equa-
tion 22, only the portion of the atomistic simulation
results that show an increase ofFt with Ut is used and
fitted using Equation 22.

2.3. Polycrystalline finite element method
2.3.1. Finite element mesh
To analyse the polycrystalline behaviour of the material
at hand, a finite element mesh consisting of 971 quadri-
lateral and 364 triangular elements is used in the present
work and is shown Fig. 5a. The mesh is partitioned into
27 equiaxed (hexagonal) matrix grains, Fig. 5b, and 27
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Figure 4 Equilibrium configuration of the (1̄1 0)β/(2 1̄ 1̄)γ interface: (a) atomic positions projected onto the (1̄ 1̄ 0)β/(1̄ 1̄ 1̄)γ plane, (b) atomic
positions projected onto the (0̄ 0̄ 1̄)β/(0 1̄ 1)γ plane, and (c) atomic positions projected onto the (11̄ 0)β/(2 1̄ 1̄)γ interface plane. Interfacial dislocations
are marked as D1 and D2.

matrix grains and 56 equiaxed (hexagonal) precipitates
located at matrix–three-grain junctions, Fig. 5c. The
configuration shown in Fig. 5c corresponds to approx-
imately 10 vol % of the precipitate phase. As discussed
in the previous section, the matrix grain boundaries and
the matrix–precipitate phase interfaces are modelled us-
ing the cohesive zone approach. The initial orientation
(the Euler angle,ψ , in degrees) of the matrix grains
and the beta phase precipitates is indicated in Fig. 5b
and c. The grain numbers and precipitate numbers are
also indicated in Fig. 5b and c, respectively. The initial
(reference) configuration is assumed to be stress free

and not to contain any lattice perturbations. The two-
phase polycrystalline aggregates defined in Fig. 5b and
c are loaded in they-direction, while constraining the
four straight edges of the aggregates to remain straight
and parallel to their original orientation with no strain
being allowed in thez-direction. While the aggregates
possess no special symmetry and are not expected to
deform in the enforced orthotropic manner, each ag-
gregate is treated here as a “material point” and ac-
cording to the Taylor assumption its deformation gra-
dient is assumed to be equal to the global deformation
gradient.
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Figure 5 (a) The finite element mesh consisting of 971 quadrilateral and 364 triangular elements, (b) the polycrystalline reference configuration
consisting of 27 matrix grains and (c) of 27 matrix grains and 56 precipitates located at three-grain junctions (the numbers represent the grain number
and the magnitude of the grain’s Euler angle in degrees), (d) the finite element mesh consisting of 1338 quadrilateral and 28 triangular elements,
and (e) the polycrystalline reference configuration consisting of three matrix grains and (f) of three matrix grains with a precipitate located at the
three-grain junction. The rectangular region marked in (a) corresponds to the region shown in (d)–(f).

Based on the results obtained for the two–phase poly-
crystalline aggregate, the rectangular region marked us-
ing dashed lines in Fig. 5a is selected for further study.
This region is divided into 1338 quadrilateral and 28

triangular elements, Fig. 5d, and partitioned either into
three matrix grains, Fig. 5e, or into three matrix grains
and one precipitate, Fig. 5f. The loading in this case
is applied by assigning the displacement history to the
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boundary of the aggregates shown in Fig. 5e and f to be
identical to that of the corresponding rectangular region
marked in Fig. 5a.

2.3.2. Implementation into the finite
element method code ABAQUS

2.3.2.1. Integration of material state.The materials
constitutive model defined in Section 2.1 has been in-
corporated into the finite element method (FEM) code
ABAQUS [8]. This code gives the user the flexibility
of specifying a constitutive law through a “user mate-
rial” subroutine, UMAT. The user is provided with the
values of the stress and all user-defined state variables
at the beginning of the time step. The increment in total
strain is also provided as an estimate of the kinematic
solution. The user must update the stress tensor and
the state variables based on this estimate. In addition,
when a boundary value problem is being solved using
the finite element method, a knowledge of the material
Jacobian for each Gaussian integration point at each
time step is required to evaluate the element’s stiff-
ness matrix, the user must also evaluate the material
Jacobian. Evaluation of the material Jacobian for the
present constitutive model by a numerical integration
of the material state is briefly discussed in this section.

If the Kirchhoff stress tensor at time,t (the beginning
of a time step) isT0, the updated stress tensor at a new
time,t +1t (the end of the time step), is then given by

T = T0+1T (27)

The increment in stress,1T, can be defined as the in-
tegral of the Jaumann stress rate tensor and is given
by

1T =
∫ t +1t

t
T
5

dt (28)

Equation 28 can be evaluated numerically using the
generalized trapezoidal rule

1T = ηT
5
1t + (1− η)T

5
01t (0≤ η ≤ 1) (29)

In the present workη was set to one, which reduces
the trapezoidal rule to the Euler backwards difference
method.

By combining Equations 27, 28 and 1, the updated
stress tensor is now expressed as

T = T0+1t Le(D)−1t Le(Dp) (30)

After introducing the total strain increment,1ε

1ε = D1t (31)

Equation 30 can be rewritten as

T = T0+ Le1ε −1t Le(Dp) (32)

Since both the stress tensor at the beginning of time step,
T0, and the total strain increment for the time step,1ε,

are known, the first two terms on the right-hand side of
Equation 32 are known. The third term can be obtained
by multiplying Equation 11 by1t Le.

Combining Equations 32 and 11, and taking ad-
vantage of the fact thatRα is traceless, and hence
Th×R= 0, whereTh is the hydrostatic stress tensor
(T=Th+T′), yields

T = T0+ Le

[
1ε

−1t
K∑

α= 1

(
γ̇ α0

1
gα

∣∣∣∣T × Rα

gα

∣∣∣∣mα − 1

Rα ⊗ Rα

)
T

]
(33)

If Rα and gα are taken to be equal to their values at
the beginning of the time step, Equation 33 represents
a system of six non-linear algebraic equations with six
unknown Kirchhoff stress components. In the present
work, this system of equations was solved using the
IMSL subroutine, HYBRJ [23].

Once the stress components are calculated, the plastic
stretching,Dp, the plastic spin,Wp and the increments
in plastic strain tensor,1εp, can be evaluated using
Equations 11, 13 and 31, respectively.

For the case of the metastable beta phase, Equation 33
is expressed in terms of deviatoric stresses and devia-
toric strain and solved. Next, Equation 17 is used to
evaluate the hydrostatic part of plastic stretching, and
the stress updated using the relations

T = T0+ Le[1ε −1t
(
Dp′ + Dp

h

)]
(34)

Next the slip system strength,gα, and the lattice ori-
entation matrix are updated as follows. Equation 8 is
replaced with its Euler backwards differencing equiva-
lent

gα = gα0 + ġα1t (35)

whereġα can be expressed by combining Equations 6,
7 and 9

ġα =
K∑

β = 1

hαβγ̇ β0

∣∣∣∣T × Rβ

gβ

∣∣∣∣mβ

(36)

After combining Equations 35 and 36, one obtains a
system ofK non-linear algebraic equations withK un-
knowngαs, which is readily solved using the subroutine
HYBRJ [23].

The lattice orientation matrix,C, is updated by inte-
grating Equation 15 to yield

C = exp(W∗1t)C0 (37)

whereC andC0 are the lattice orientation matrices at
the end and the beginning of the time step, respectively.
The lattice spin,W∗, is determined by subtracting from
the total crystal spin,W (passed into the UMAT sub-
routine) the plastic spin,Wp.
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2.3.2.2. Computation of material Jacobian.The mate-
rial Jacobian,J, is a fourth-order tensor that represents
the rate of change in the increment of the Kirchhoff
stress,1T, with respect to a virtual change in the in-
crement in strain,1ε. Thus

J = d1T
d1ε

(38)

Using Equation 16 and the fact thatT0 is a constant for
the current time increment and using Equation 27, the
material Jacobian can be written as

J = dT
d1ε

(39)

Substitution of Equation 33 into Equation 39 yields

J = d
d1ε

{
T0+ Le

[
1ε

−1t
K∑

α= 1

(
γ̇ α0

1

gα

∣∣∣∣T × Rα

gα

∣∣∣∣mα − 1

Rα ⊗ Rα

)
T

]}
(40)

The differentiation indicated in Equation 40 is carried
out using the component representation of the stress and
the strain increment. The procedure is straightforward;
however, the final expression for the material Jacobian
components are very lengthy and are not given here. A
detailed derivation of the material Jacobian is given by
Zhang [24].

2.3.2.3. Derivation of the interface element stiffness
matrix. The grain boundary–interface decohesion po-
tentials developed in Section 2.2 are incorporated into
the UEL subroutine of ABAQUS to define the stiffness
matrix of the interfacial elements. The UEL subroutine
allows the user to define the contribution of the interfa-
cial (continuum) elements to the global finite element
model. In other words, for the given nodal displace-
ments of the interface elements provided to UEL by
ABAQUS, the contribution of the interfacial elements
to the global vector of residual forces and to the global
Jacobian (element stiffness matrix) is determined in the
UEL subroutine and passed to ABAQUS. The imple-
mentation of the interface decohesion potential in the
UEL subroutine is discussed below.

Each interface element is defined as a four-node
isoparametric element on the gamma–gamma grain
boundary or the beta–gamma interface S, as shown
schematically in Fig. 6. In the undeformed configura-
tion (not shown for brevity), nodes 1 and 4, and nodes
2 and 3 coincide, respectively. A local co-ordinate sys-
tem, consistent with directions that are tangent (t) and
normal (n) to the interface, is next assigned to the
each element. This is done by introducing two “inter-
nal nodes”, A and B, located at the midpoints of the
lines 1–2 and 3–4, connecting the corresponding grain
boundary–interface nodes of the two grains.

Figure 6 Definition of the linear, four-node interface element. Nodes 1
and 4 and nodes 2 and 3 coincide in the equilibrium (reference) con-
figuration. Internal nodes A and B located at the midpoints of segments
connected corresponding nodes in the beta and gamma sides of the in-
terface, two integration points marked as+ and a local t–n co-ordinate
system are also indicated.

The interface displacements at the internal nodes A
and B are expressed in terms of the displacements of
the element nodes 1–4

UA
n =

(
U4

y −U1
y

)
cosθ − (U4

x −U1
x

)
sinθ (41a)

UA
t =

(
U4

y −U1
y

)
sinθ − (U4

x −U1
x

)
cosθ (41b)

UB
n =

(
U3

y −U2
y

)
cosθ − (U3

x −U2
x

)
sinθ (41c)

UB
t =

(
U3

y −U2
y

)
sinθ − (U3

x −U2
x

)
cosθ (41d)

An isoparametric co-ordinate,η, is next introduced
along the tangent direction withη(A)=−1 and
η(B)= 1 and two linear Langrangian interpola-
tion functions are defined as NA(η)= (1− η)/2 and
NB(η)= (1+ η)/2.

The interpolation functions given above allow the
normal and the tangential components of the interface
displacements to be expressed in the form of their values
at the internal nodes A and B

Un(η) = NA(η)UA
n + NB(η)UB

n (42a)

Un(η) = NA(η)UA
n + NB(η)UB

n (42b)

The tangential and normal components of the forces at
modes A and B, i.e.FA

t , FB
t , FA

n , FB
n , which are work

conjugates of the corresponding nodal displacements
UA

t , UB
t , UA

n andUB
n , are next determined through the

application of virtual work to the interfacial element∫ 1

−1
δ8(η)L dη =

∑
I= n,t

∑
N=A,B

FN
I δU

N
I (43)

where L is the A–B element length. The perturba-
tion of interface potential is expressed in terms of the
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perturbations of the interface displacements at the in-
ternal nodes A and B,UA

t , UB
t , UA

n andUB
n

δ8 = ∂8[Ut(η),Un(η)]

∂Un

[
NA(η)∂UA

n + NB(η)∂UB
n

]
+ ∂8[Ut(η),Un(η)]

∂Ut

[
NA(η)∂UA

t + NB(η)∂UB
t

]
(44)

By substituting Equation 44 into Equation 43 and by
choosing one of theδUN

l (N=A, B; l = t, n) perturba-
tions at a time to be unity and the remaining perturba-
tions to be zero, the correspondingFN

l component of
the nodal force can be expressed as

FN
I =

∫ 1

−1

∂8[Ut(η),Un(η)]

∂UI
NN(η)L dη (45)

Using a straightforward geometrical procedure and im-
posing the equilibrium condition, the corresponding
residual nodal forcesRi

x andRi
y (i = 1–4) in the global

x–y co-ordinate system, are defined as

R1
x = −R4

x = FA
t cosθ − FA

n sinθ (46a)

R1
y = −R4

y = FA
t sinθ − FA

n cosθ (46b)

R2
x = −R3

x = FB
t cosθ − FB

n sinθ (46c)

R2
y = −R3

y = FB
t sinθ + FB

n cosθ (46d)

The components of the element Jacobian are next de-
fined as

∂Ri
j

∂U k
l

=
∑

I= n,t

∑
N=A,B

∑
j= n,t

∑
M=A,B

∂Ri
j∂FN

I ∂U
M
J

∂FN
I ∂U

M
J ∂U

k
l

(47)

where the components of the internal Jacobian
∂FN

i /∂U
M
j (i, j = n, t; N, M=A, B) are calculated

by differentiation of Equation 45. The residual nodal
forces given by Equation 46 and the element Jacobian
given by Equation 47 are computed in the UEL sub-
routine, and passed to ABAQUS for use in its global
Newton scheme for accurate assessment of kinematics.

3. Results and discussion
3.1. Polycrystalline tensile stress–strain

relations
3.1.1. Single phase materials
In this section, the polycrystalline tensile stress–strain
behaviour of the matrix phase and the stable and the
metastable forms of the beta phase are determined. To-
ward that end, the matrix phase and constitutive prop-
erties of the stable and the metastable beta phase ma-
terials discussed in Sections 2.1.1 and 2.1.2, are, in
turn, assigned to the 27-grain configuration shown in
Fig. 5b. In this set of calculations, the grain boundaries
are modelled as rigid. The configuration is stretched
in the y-direction and the plane-strain condition ap-
plied in thez-direction. As discussed in Section 2.3.1,
orthotropic-type constrains are also imposed in thex–y

Figure 7 Comparison of the uniaxial (plane-strain) stress–strain be-
haviour for the metastable and stable beta phase and for the matrix
phase calculated in the present work and measured by Grujicic and
Sankaran [5, 6].

plane in order to preserve the rectangular shape of the
configuration.

The resulting uniaxial (plane-strain) stress–strain
curves for the three cases are shown in Fig. 7. For
comparison the corresponding experimental results re-
ported by Grujicic and Sankaran [5, 6] are also included.
The agreement between the two sets of results can be
considered as reasonable. The results shown in Fig. 7
also clearly display the characteristic features of the
three materials, such as:

1. The matrix phase has a relatively high value of
yield stress (approximately 400 MPa), but strain hard-
ens relatively slowly.

2. The stable beta phase has a flow stress (approxi-
mately 200 MPa) that is approximately half of that of
the matrix phase, but strain hardens at a significantly
higher rate.

3. The metastable beta phase has an even lower ini-
tial yield stress (approximately 160 MPa) and initially
strain hardens very slowly (the dynamic softening re-
gion dominated by the high rate of martensitic transfor-
mation acts as a deformation process). At the interme-
diate levels of plastic strain, the hardening rate of the
metastable phase increases (the static hardening region
governed by higher flow stress levels of the transfor-
mation product – martensite). At the later stages of de-
formation when the transformation is near completion,
the stress–strain curve for the metastable beta phase
approaches that for the stable beta phase.

3.1.2. Two phase materials
In this section, a polycrystalline aggregate consisting
of 27 matrix grains and 56 precipitates, Fig. 5c is used
to determine the plane-strain stress–strain relations for
materials consisting of 10 vol % of the stable or the
metastable beta phase precipitates. The type of loading
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Figure 8 The computed uniaxial stress–strain (plane-strain) relations
using cohesive zone approximation: (A) matrix phase, (C) matrix phase
plus stable beta phase precipitate, (D) matrix phase plus metastable beta
phase precipitate.

and orthotropic constraints used in the previous sec-
tion are also utilized in this section. However, the grain
boundaries and phase interfaces are modelled using the
cohesive zone approach. The results of this calculation
are shown in Fig. 8. Curve B pertains to the case of the
stable beta phase precipitates, whereas curve C pertains
to the case of the metastable beta phase precipitates. For
comparison, the stress–strain curve for the single (ma-
trix) phase material is also shown in Fig. 8, Curve A.

The results shown in Fig. 8 show that the single
phase material, Curve A, is harder than the two two-
phase materials, but fails at a relatively small tensile
strain of approximately 2.1%. The presence of stable
beta phase precipitates increases the strain to fracture to
approximately 4.5%, while the strain to fracture is ap-
proximately 5.2% for the case of metastable beta phase
precipitates. Dynamic softening causes Curve C to lie
below Curve B at lower strain values. However, due to
the interplay of static hardening, the material contain-
ing metastable beta phase precipitates hardens faster at
later stages of deformation.

3.2. Deformation fields
3.2.1. Multigrain length scale
3.2.1.1. Single phase material.In this section, the de-
formation fields are shown and discussed for either the
27-grain single-phase aggregate, Fig. 5b, or for the 27-
grain plus 56-precipitate two-phase aggregate, Fig. 5c,
loaded in plane-strain tension. Specifically, the contour
plots are shown for:

1. The normal equivalent plastic strain;
2. The change in the Euler angle,ψ , which is a mea-

sure of two-dimensional lattice rotation; and
3. hydrostatic stress.

The distributions of the equivalent plastic strain, the
change in the Euler angle and the hydrostatic stress for
the single-phase material at an overall axial strain of
2% are shown in Fig. 9a–c, respectively. The contour
plot given in Fig. 9a clearly shows a non-uniform dis-
tribution of the equivalent plastic strain. Furthermore,
the locatization of the strain into deformation bands at
approximately±40◦ is apparent as indicated by the ar-
rows in Fig. 9a. The deformation bands were observed
at an overall strain of approximately 0.5% (the contour
plot is not shown for brevity) and they become more
pronounced as deformation proceeds.

In addition to non-uniformity in the distribution of
the equivalent plastic strain in the single-phase mate-
rial at the 27-grain configuration level, the distribution
of the equivalent strain is quite non-uniform within the
grains (single crystals) too. For example, within grains
1, 10, 12 and 15 at the overall plastic strain of 2%,
Fig. 9a, the strain varies between 1 and 7%. High gra-
dients in the equivalent plastic strain are particularly
pronounced in the regions near the grain boundaries
(e.g. grain boundaries associated with grains 7 and 12
and grains 7 and 13) and near the three-grain junctions
(e.g. 7–12–13 and 10–15–16 grain junctions).

The distribution of the change in Euler angle for the
single-phase material at an overall plastic strain of 2% is
shown in Fig. 9b. Counterclockwise lattice rotations are
described as positive. A careful examination of Fig. 9b
reveals that the largest rotations take place near the grain
boundaries (e.g. the ones between grains 12 and 13, and
grains 13 and 18) and near the three-grain junctions
(e.g. 4–9–10, 5–10–11, 6–7–12, 7–12–13, 12–13–18,
13–18–19, 16–21–22, 17–18–23, 19–20–25 and 21–
26–27 three-grain junctions). Furthermore, a compari-
son of the corresponding results shown in Fig. 9a and
9b suggests that the largest rotations take place within
the grains located in the deformation bands (e.g. grains
2, 15 and 22, and grains 6, 13, 25 and 26). This is
not surprising since the lattice rotations are a natural
consequence of the effect of constraints imposed by
the boundary conditions and the surrounding grains on
crystallographic shear within a crystal. Hence, the re-
gions characterized by the largest levels of equivalent
plastic strain are generally expected to experience large
magnitudes of the lattice rotation.

The distribution of the hydrostatic stress in the single-
phase material throughout the 27-grain configuration at
an overall plastic strain of 2% is shown in Fig. 9c. This
figure clearly shows that hydrostatic stress is distributed
quite non-uniformly not only among the grains but also
within the grains. Specifically, grains, 5, 7, 12 and 26 are
subject to tensile (positive) hydrostatic stresses, while
the remaining grains experience both tensile and com-
pressive hydrostatic stresses. High magnitude hydro-
static stresses are generally concentrated near the grain
boundaries or near the three-grain junctions. In partic-
ular, the three-grain junction associated with grains 7,
12 and 13 is characterized by a high gradient and large
magnitudes of positive hydrostatic stress. A comparison
of the results shown in Fig. 9c with the results shown
in Fig. 9b suggests that the most probable cause for
the observed high magnitude and high gradient of the
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Figure 9 Contour plots at an overall normal strain of 2% in the vertical direction of: (a) the normal equivalent plastic strain (in per cent), (b) the
changes in Euler angle (in degrees) and (c) the hydrostatic stress (in 100 MPa) for the single-phase (matrix) polycrystalline material in which the grain
boundaries are represented using the cohesive zone model, and (d), (e) and (f) are the corresponding contour plots for the two-phase (matrix plus
stable beta) material.

hydrostatic stress at the 7–12–13 three-grain junction is
incompatibility in the plastic deformation of the three
grains, which is manifested by a large variation in lattice
rotations across the 7–13 and 12–13 grain boundaries.
A similar conclusion can be drawn regarding the origin
of the high hydrostatic stress region near the 19–20–25
three-grain junction. The concentration of hydrostatic

stresses at the 10–15–16 three-grain junction, on the
one hand, appears to be associated with a large concen-
tration of the equivalent plastic strain in grain 15 near
the 10–15 grain boundary. In this grain, the slip direc-
tion of the soft slip system (slip system 1, Fig. 1a is
quite unfavourably oriented (ψ = 167◦) relative to the
loading direction, which results in a small value of the
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Schmid factor. Hence, a large stress in the loading di-
rection is required for plastic deformation to take place
within grain 15 and is due to incompatibility in the de-
formation of grains 10, 15 and 16 giving rise to large
hydrostatic stress near the three-grain junction.

3.2.1.2. Two-phase material.The distributions of the
equivalent plastic strain, the change in Euler angle
and the hydrostatic stress for the material contain-
ing 10 vol % stable beta phase precipitates at an over-
all normal strain level of 2% are, respectively, shown
in Fig. 9d–f. A comparison of the results shown in
Fig. 9d–f with the corresponding results for the single-
phase material, Fig. 9a–c, reveals the following:

1. Non-uniformity in the distribution of the equiva-
lent palstic strain, Fig. 9d, is still present and, in fact,
the deformation bands in the approximately 40◦ direc-
tion appear to be even more pronounced relative to the
single-phase material case, Fig. 9a.

2. The variation in the change of Euler angle,ψ ,
Fig. 9e, is somewhat reduced in comparison with that
shown in Fig. 9b. For example, within grain 13 the range
of the Euler angle is between 0 and 2◦ in Fig. 9e, and
between−2 and 2◦ in Fig. 9b.

3. The range of change in the Euler angle within the
beta phase precipitates (e.g. precipitate 24) lies gener-
ally between the corresponding ranges of the surround-
ing grains (grains 7, 12 and 13). In this manner, the
precipitates assist the accommodation of plastic flow
incompatibilities between the adjacent grains.

4. The non-uniformity in the distribution of the hy-
drostatic stress, Fig. 9f, is generally similar to that
in Fig. 9c. However, many precipitates (e.g. precipi-
tates 24 and 27) are subject to a large tensile hydro-
static stress. This finding is consistent with the results
shown in Fig. 9c, in which the regions around the three-
grain junctions are generally characterized by a high
level of hydrostatic stress. However, it should be noted
that, while the precipitates themselves are subject to
a high hydrostatic stress, in the matrix surrounding
them the stress level has been substantially reduced.
This implies that the normal tractions acting on the ma-
trix grain boundaries and the precipitate–matrix inter-
faces are lowered, which, as will be shown in the next
section, delays the onset of grain boundary–interface
decohesion.

At the multigrain length scale for material containing
10 vol % metastable beta phase precipitates, the contour
plots for the equivalent plastic strain, the change in Eu-
ler angle and the hydrostatic stress at an overall strain of
2% are very similar to the ones given in Fig. 9d–f and,
hence, are not shown here. However, as will be shown
in next section, at a single–grain length scale noticeable
differences exist in the deformation fields between the
two cases.

3.2.2. Single-grain length scale
In order to understand better the conditions lead-
ing to fracture by grain boundary decohesion and

the mechanism by which beta phase precipitates in-
crease the strain to fracture, the deformation fields
within the 7–12–13 three-grain configuration, Fig. 5e,
and the three-grain plus precipitate configuration, Fig.
5f, are examined in this section. As discussed in
Section 2.3.2, the two configurations are loaded by pre-
scribing the boundary displacements. These displace-
ments are identical to the one obtained for the same
regions in the 27-grain and 27-grain plus 56-precipitate
aggregates, Fig. 5b, and c, respectively.

3.2.2.1. Single-phase material.The distributions of
the equivalent plastic strain, the change in Euler angle
and hydrostatic stress in the single-(matrix-) phase ma-
terial at an overall strains of 1, 1.7 and 2.1% are shown
in Fig. 10a–i. For improved clarity only the innermost
hexagonal region centred at the three-grain junction is
shown in this figure. The results shown in Fig. 10a–i,
can be summarized as follows:

1. Well defined shear bands nearly parallel to the 7–
12 grain boundary, characterized by large values of the
equivalent strain, are obtained in grain 12 at 1% of the
overall normal strain. Fig. 10a. These bands tend to
broaden within grain 12 with further deformation. In
addition, in the region within grain 13 near the 12–13
grain boundary, where the shear band of grain 12 im-
pinges on this grain boundary, the equivalent plastic
strain is quite large, Fig. 10 a–c. This is an indication
of the way the non-uniformity of the plastic flow prop-
agates from one grain to the next, resulting in forma-
tion of the macroscopic deformation bands observed in
Fig. 9a.

2. At 1.7% of the overall strain, Fig. 10b, a small
crack forms at the three-grain junction and extends
slightly along the 12–13 and 7–13 grain boundaries.
This reduces some of the constraints to the deforma-
tion of grain 7, causing it to undergo a large extent of
plastic deformation in the region near the three-grain
junction.

3. The distribution of the change in Euler angle
within grian 12 has a band structure, Fig. 10d–e, in
accordance with the shear bands shown in Fig. 10a–b.

4. Before nucleation of the crack at the three-grain
junction, grain 7 undergoes positive lattice rotations in
the region adjacent to the three-grain junction, Fig. 10d.
However, when the crack forms, Fig. 10e, the part of
grain 7 adjacent to the three-grain junction is less con-
strained and undergoes a negative lattice rotation.

5. Hydrostatic stress in grain 12 is also distributed
in the form of bands parallel to the 7–12 grain bound-
ary. Very large hydrostatic stresses are concentrated in
the region surrounding the three-grain junction before
grain boundary decohesion occurs, Fig. 10g. However,
once the crack forms, the hydrostatic stresses undergo
a major relaxtion, Fig. 10h versus g. As the crack ad-
vances, the region in the crack wake becomes subject to
hydrostatic compression, Fig. 10i. The largest hydro-
static stresses generally remain ahead of the advancing
crack, Fig. 10h and i.

6. Just prior to nucleation of the crack, the hydro-
static stress at the three-grain junction was found to
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Figure 10 Contour plots for the normal equivalent plastic strain (in per cent) for the single-phase (matrix) material at overall normal strains of
(a) 1, (b) 1.7 and (c) 2.1%. The corresponding contour plots for the change in Euler angle (in degrees) are shown in (d), (e) and (f). The corresponding
contour plots for the hydrostatic stress (in 100 MPa) are shown in (g), (h) and (i).

reach a maximum value of 1.28 GPa. This value is
comparable with the grain 7–grain 13 normal interface
strength of 1.6 GPa.

3.2.2.2. Two-phase material containing stable beta
phase precipitates.The distributions of the equivalent
plastic strain, the change in Euler angle and hydrostatic
stress in the configuration consisting of three grains
and one precipitate of the stable beta phase. Fig. 5f, at

overall strains of 1, 4.4 (the strain at which the crack
nucleates) and 4.8% (the strain to fracture) are shown
in Fig. 11a–i. The results can be summarized as:

1. The presence of beta phase precipitates does not
lower the tendency for formation of shear bands in grain
12, Fig. 11a–c versus, Fig. 10a–c. In fact, the region
containing the shear bands is somewhat larger in the
two-phase material than in the single-phase material.

1433



Figure 11 Contour plots for the normal equivalent plastic strain (in per cent) for the two-phase (matrix plus stable beta) material at overall normal
strains of (a) 1, (b) 4.4 and (c) 4.8%. The corresponding contour plots for the change in Euler angle (in degrees) are shown in (d), (e) and (f). The
corresponding contour plots for the hydrostatic stress (in 100 MPa) are shown in (g), (h) and (i).

2. The distribution of the equivalent plastic strain
within the beta phase precipitate is quite non-uniform,
but does not display shear band behaviour. The largest
magnitudes of the equivalent plastic strain within the
precipitate are found in the region near the grain 7–grain
12–precipitate junction.

3. The distribution in the change in Euler angle
within grain 12 shows band structure, Fig. 11d–f, which
is consistent with shear band structure, Fig. 11 a–c.

4. The change in Euler angle within the precipitate
is quite non-uniform, with the largest gradient in the
Euler angle change being located near the two grain–
precipitate junction.

5. After a crack nucleates at the grain 7–grain 12–
precipitate junction at an overall plastic strain of 4.4%,
Fig. 11e, the precipitate becomes less constrained and
the gradient in the change in Euler angle near this junc-
tion within the precipitate diminishes, Fig. 11f.
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Figure 12 Contour plots for the normal equivalent plastic strain (in per cent) for the two-phase (matrix plus metastable beta) material at overall normal
strains of (a) 1, (b) 4.8 and (c) 5.3%. The corresponding contour plots for the change in Euler angle (in degrees) are shown in (d), (e) and (f). The
corresponding contour plots for the hydrostatic stress (in 100 MPa) are shown in (g), (h) and (i).

6. The presence of a precipitate generally lowers the
magnitude of the hydrostatic stress relative to that in
the single-phase material at the same level of overall
plastic strain, Fig. 11g versus Fig. 10g.

7. The precipitate is generally subject to large pos-
itive hydrostatic stresses, with the largest values con-
centrated near the grain 7–grain 12–precipitate junc-
tion, Fig 11g. Upon nucleation of the crack, the level
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of hydrostatic stress decreases sharply with the largest
positive stresses now residing in the region in front of
the crack tip, Fig. 11h, i. The regions in the crack wake
undergo stress reversal and become subject to negative
hydrostatic stress, Fig. 11i.

8. The peak value in hydrostatic stress, just prior
to nucleation of the crack, was found to be 1.39 GPa,
which is comparable with the grain 12–precipitate in-
terface normal strength of 1.65 GPa.

9. The overall normal plastic increment between the
nucleation point of the crack 4.4%, and final failure,
4.8%, is effectively the same as the corresponding
range (1.7 and 2.1%) in the single-phase material.

3.2.2.3. Two-phase material containing metastable
beta phase precipitates.The distributions of the equiv-
alent plastic strain, the change in Euler angle and hy-
drostatic stress in the configuration consisting of three
grains and one precipitate of the metastable beta phase,
Fig. 5f, at overall strain ratios of 1, 4.8 (the strain
at which the crack nucleates) and 5.3% (the strain
to fracture) are shown, respectively, in Fig. 12a–i. A
comparison of the these results with the ones shown
in Fig. 11a–i, reveals the role of martensitic transfor-
mation as the deformation mechanism on the deforma-
tion fields and the onset of grain boundary–interface
decohesion.

1. At the same level of overall strain, there is little
difference in the distribution of the equivalent plastic
strain, Fig. 12a versus Fig. 11a, and Fig. 12b versus
Fig. 11c. As in the case of the configuration containing
the stable beta phase precipitate, shear strain displays
a pronounced deformation band behaviour in grain 12,
which persists during deformation up to the onset of
failure, Fig. 12a–c.

2. At an overall strain of 1%, the distribution of the
change in Euler angle is very similar for the cases of
the metastable and the stable beta phase precipitates,
Fig. 12d versus Fig. 11d. However, at an overall strain of
4.8% of the distribution of the change in Euler angle is
quite different in the two cases, Fig. 12e versus Fig. 11e.
The reason for this difference is associated with the fact
that in the case of the metastable beta phase precipitate
the crack at the grain 7–grain 12–precipitate junction
nucleates at an overall strain of 4.8%, the correspond-
ing strain in the case of the stable beta phase precipi-
tate is only 4.4%. Therefore, in the overall strain range
between 4.4 and 4.8%, deformation of the grains and
precipitate in the former case is more constrained than
in the latter case. In fact, comparison of the change in
Euler angle for the two cases at the moment of fracture,
Figs 12f and 11f, shows similar qualitative features.

3. The largest difference between the two cases is
seen when the distribution of the hydrostatic stress is
considered. Even at an overall strain of 1%, the con-
tour plots shown in Figs 11g and 12g are quite differ-
ent. The most prominent difference is that in the case
of the stable beta phase precipitate the largest positive
hydrostatic stress is located near the grain 7–grain 12–
precipitate junction, Fig. 11g. In sharp contrast, for the
case of the metastable beta phase precipitate, the highest

hydrostatic stress levels are found away from the afore-
mentioned junction, Fig. 12g. This can be attributed to
the fact that very extensive plastic deformation, which
takes place in the region next to the junction, Fig. 12a,
is dominated by the martensitic transformation, which
is associated with lattice expansion, causing relaxation
of the hydrostatic stress. This also explains why nucle-
ation of the crack at the grain 7–grain 12–precipitate
junction is delayed in the case of the metastable beta
phase precipitate.

4. Nucleation of the crack is found to take place at a
peak hydrostatic stress of 1.4 GPa, which is practically
identical to that for the stable beta phase precipitate.
This finding is reasonable since the same grain bound-
ary and interface potentials are used for both the ma-
terial containing a stable and the material containing a
metastable beta phase precipitate.

5. The overall strain increment between crack nu-
cleation and final behaviour (5.3− 4.8= 0.5%) is
somewhat larger than that for the case of the stable
beta phase precipitate (0.4%).

4. Conclusions
Based on the results obtained in the present study the
following main conclusions can be drawn:

1. Incompatibilities in plastic flow between adjacent
grains can result in a large build-up tensile hydrostatic
stress in the region surrounding certain three-grain
junctions and, in turn, give rise to grain boundary crack-
ing. While within the present model, grain boundary–
interface decohesion is the only allowed mode of fail-
ure, the fact that the computed fracture strain (2.1%)
is very comparable with its experimental counter-
parts (1.5–3.0%) suggests that grain boundary cracking
plays an important role in fracture of the materials at
hand. The observed intergranular fracture is consistent
with the scanning electron microscopy results of Kad
et al. [10], which show that while the fracture surface
reveals a combination of intergranular and transgranu-
lar fracture modes, the region underneath the fracture
surface contains numerous grain boundary cracks. In
other words, fracture appears to be initiated by grain
boundary decohesion with subsequent crack propaga-
tion taking place in a mixed mode. The present analysis,
however, did not permit incorporation of the transgran-
ular mode of fracture.

2. Incompatibilities in plastic flow between adjacent
matrix grains are greatly reduced if beta phase precipi-
tates are introduced at three-grain junctions. By virtue
of their lower strength and a larger number of slip sys-
tems, the beta phase precipitates reduce the build-up
in hydrostatic stress and, in turn, increase the strain to
fracture.

3. An additional increase in fracture strain is ob-
tained if the beta phase precipitates undergo a marten-
sitic transformation. The beneficial effect of marten-
sitic transformation is associated with accompanied
lattice expansion, which further reduces the build-up
in hydrostatic stress and delays the onset of grain
boundary–interface decohesion.
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